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Abstract: This study examines GitHub repositories of researchers affiliated with
organizations in Potsdam, aiming to analyze various aspects of software FAIR-
ness, documentation quality, and software development practices. Our methodol-
ogy builds upon the SWORDS pipeline that was initially developed to examine the
GitHub repositories of researchers affiliated with Utrecht University for FAIRness-
related parameters. Our extended version of the pipeline also collects information
about the documentation available (project description, installation instructions, us-
age guides) and development practices followed (explicit requirements, use of con-
tinuous integration, use of linters, automated testing, comments at start of code files).
Our results indicate a diverse range of adherence to FAIR principles and software
development practices among the repositories. While some repositories exhibit ex-
emplary practices with thorough documentation and robust community participa-
tion, others lack basic elements crucial for software reusability and interoperability.
These findings highlight the need for enhanced training and resources to support
researchers in adopting best practices of research software development.

Keywords: FAIR4RS, Software Development Practices, Repository Analysis

1 Introduction

Over the past years, numerous “best” or recommended practices for developing research software
have been proposed. These guidelines aim to enhance the quality, reproducibility, and sustain-
ability of scientific software. Among the most notable are the FAIR Principles for Research
Software [BCK 22, HKB*22, LGK " 19], which emphasize Findability, Accessibility, Interop-
erability, and Reusability, and corresponding recommendations (https://fair-software.eu/). Addi-
tionally, several frameworks and guidelines, such as the Best Practices for Scientific Computing
[SGM21, WAB " 14], Good Enough Practices for Scientific Computing [WBC"17], the DLR’s
Software Development Guidelines [SMH18] and various 10 Simple Rules” papers on program-
ming and software management (https://collections.plos.org/collection/ten-simple-rules/), offer
pragmatic advice for researchers and software engineers. Interestingly, classic software engi-
neering frameworks like the capability maturity model (CMM) [PCCWO93] for helping devel-
opers select process-improvement strategies have so far not played a significant role in research
software development, although some works have explored its use for research data management
[QCK 14] and research software projects [DBM24].
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Despite the plethora of guidelines, there remains a significant gap in understanding how well
these practices are actually followed by research software developers. Research software devel-
opers are a large and heterogeneous group that includes both professional Research Software
Engineers (RSEs) and the diverse types of researchers who code as part of their scientific work.
A thorough understanding of adherence to recommended research software development prac-
tices is crucial for identifying where RSEs and researchers who code need additional training
or support, and what organisations or communities can do to help them. Moreover, it helps to
identify areas where further research is needed to develop new, suitable methods and tools for
research software development.

In this paper, we present our approach to assessing the adoption of recommended practices
and the level of software FAIRness, documentation, and development practices among Potsdam
researchers’ GitHub repositories. Our analysis of software repositories revealed that half do
not specify dependency requirements, and none document the use of software quality checklists.
Basic project information is usually provided, but installation and usage guides are often missing,
and the adoption of continuous integration along with automated testing and linting rules in
continuous integration is low, indicating these practices are not a priority for scientific software
developers.

The paper is structured as follows: Section 2 surveys related work, including studies that aim
to understand adherence to best practices. Section 3 describes the methods of data collection and
analysis we applied. Section 4 presents our results, and Section 5 discusses threats to validity.
Section 6 concludes the paper with a summary of our findings and directions for future work.
The dataset and analysis code that was used for this study is provided in as supplemental data to
this article.

2 Related Work

Empirical studies specifically targeting research software and research software engineering are
still relatively scarce. Especially empirical analyses as in this paper, focusing on artifacts in
research software repositories, are a quite recent development, while most existing work is based
on surveying researchers and reviewing literature. Table 1 surveys some significant studies of
the past years. These studies touch on a variety of topics, including scientific documentation,
software engineering concepts, software quality, verification, testing, test-driven development,
and the use of version control tools like Git by research software developers.

For example, in 2010 Nguyen-Hoan Luke et. al. [NFS10] surveyed 47 developers of sci-
entific software, aiming to find out where the scientific software development can be improved
aligning them with the previous studies. They found that adoption of Integrated Development
Environments (IDEs) and version control tools among the surveyed developers has risen, and
documentation seems to have become more widespread compared to earlier studies. However,
they pointed out a persisting need for improvement in the areas of scientific software develop-
ment regarding tool usage, documentation standards, testing protocols, and verification activities.

A survey study conducted by Hannay et al. [HMS09] in 2009 aimed to gain insight into the
practices of scientific software developers. Hannay et al. found significant differences in un-
derstanding of software engineering concepts and recommended that understanding of software
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Study Year | Method Outcomes

How do scientists develop and | 2009 Survey Scientific software development

use scientific software? [NFS10] relies on peer learning and self-
study, testing is valued but not
well understood.

A survey of scientific software | 2010 | Survey Highlights the need for better

development [HMS*09] tool adoption, documentation,
testing, and verification.

How do scientists develop soft- | 2017 | Survey Encompasses R programming,

ware? An external replication scientific software developers

[PWD18] are self taught, works alone, lack
of collaboration, and are insuffi-
ciently rewarded.

Test-driven development in sci- | 2015 Survey Discusses the challenges and

entific software [NC17] benefits of testing and refactor-
ing, offering TDD advice.

Towards computational repro- | 2018 Survey Some practices ensure repro-

ducibility: Researcher perspec- ducibility, but there is a lack

tives on the use and sharing of of long-term software mainte-

software [AB18] nance.

A survey of the state of the prac- | 2022 | Survey Focuses on software engineering

tice for research software in the practices, testing, coding stan-

United States [CWR22] dards, and documentation.

Software engineering practices | 2021 Literature Scientific software developers

for scientific software develop- review prioritize implementation effi-

ment: A systematic mapping
study [AACC]

ciency through code reuse, third-
party libraries, and strong pro-
gramming techniques.

Table 1: Literature on development of research/scientific software quality
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engineering concepts may increase if the development teams are larger. However, in a replica-
tion study conducted by Pinto et al. [PWD18] in 2017, the original hypothesis was contradicted
suggesting that there is no correlation between understanding of software engineering practices
amongst research software developers if the teams are larger.

In “A Survey of the State of Practice for Research Software in the United States” [CWR22]
Carver et al. assess various aspects of software engineering practices, including testing, licens-
ing, continuous integration best practices, architecture design, requirements, peer code reviews,
and tools. This evaluation was conducted through a survey aimed at understanding the landscape
of research software engineering. Additionally, the survey investigated the availability of train-
ing, funding, and career pathways in research software engineering to provide a comprehensive
overview of the field. A variety of earlier surveys have offered insightful information about the
development and use of research software, as briefly explained above. With the available surveys
we can draw certain conclusions about software development techniques employed researchers.

Arvanitou et al. have conducted a systematic literature review of 39 papers [AACC], and
identified which of the software engineering practices which scientific software developer tends
to focus and found that practices such as code reuse, use of third-party libraries, and the appli-
cation of “good” programming techniques are given high importance. On the other hand, there
is a noticeable lack of empirical information concerning the possible trade-offs related to these
software approaches, namely their unintentional effects on other quality criteria. Arvanitou et
al. also note that further empirical research is needed to understand the kinds of quality methods
that research developers apply.

3 Method

For our study we adapted the SWORDS' pipeline [BQSL22], originally developed for analyzing
GitHub repositories of Utrecht University researchers. The aim of this SWORDS @UU instance
was to find out more about the knowledge gaps and training needs of research software develop-
ers at Utrecht University, in the context of a strategic realignment of its central IT services. Also
being concerned with RSE-related training of students and research staff in Potsdam, we were
interested in corresponding insights for our university and other local research organizations. Ac-
cordingly, we decided to adapt the SWORDS pipeline to collect repositories of Potsdam-based
researchers, and also extended it to collect further variables for analysis.

Figure 1 summarizes the process, with dashed borders indicating the changes that we made to
the original SWORDS pipeline: In the first phase, GitHub profiles (users and organizations)
are identified by employing various methods, including GitHub search via the ghapi library
(https://ghapi.fast.ai), accessing data from Papers with Code (https://paperswithcode.com), a cus-
tomized collection method of GitHub organization commits to get the users who contributed to
one of the repositories of research organization, and additional manual collection to supplement
the above. In the second phase, repositories associated with the collected profiles are gathered
using the ghapi library. This step is repeated once with the additional conbtributores found in
organization repositories. In the third phase, a diverse set of variables is collected from the re-
trieved repositories, including FAIRness scores, software documentation, and indicators for the

1 Scan and revieW of Open Research Data and Software
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Figure 1: Methods for collecting GitHub profiles and repositories
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software development practices followed. These variables are later analyzed and visualized to
facilitate interpretation. We describe these three phases in more detail below.

3.1 Collecting GitHub profiles

The GitHub profiles we are interested in encompass user profiles of individuals (researchers who
are employed to work on a research project, academic staff, PhD candidates, postdoctoral re-
searchers, open-source contributors to research software, etc.) who have actively participated
in repositories affiliated with research institutes/organizations in Potsdam, as well as GitHub
organization profiles (research institutes, research organizations, smaller research projects and
research groups, repositories that have a paper publication) belonging to research institutes/or-
ganizations in Potsdam. For finding GitHub profiles of researchers and research organizations,
we employ multiple strategies that are available in the original SWORDS framework, and intro-
duce some new strategies:

* GitHub search: The GitHub search method uses the ghapi library to systematically re-
trieve all matching GitHub profiles with the query provided in the search argument. To
utilize this method effectively, we must establish search criteria that can include keywords
such as research groups, institute names, and complement them with other relevant identi-
fiers, such as the city name.

* Papers with Code: This approach gathers GitHub user profiles associated with reposito-
ries featured on https://paperswithcode.com. Papers with Code functions as a collaborative
platform committed to offering unrestricted access to machine-learning papers, along with
their corresponding GitHub open-source repositories. Using a topic search string input
via a command-line argument, the method leverages the PapersWithCodeClient module to
retrieve pertinent papers. Subsequently, it identifies the GitHub usernames linked to the
owners of these repositories.

* GitHub organization commits: The method to retrieve GitHub user profiles that have
contributed code or made at least one commit to repositories associated with GitHub or-
ganization profiles is iterated once. Initially, GitHub organization profiles are filtered,
followed by parsing the repositories associated with these profiles. Although this process
appears sequential, it includes a single feedback step in which the parsed repositories refine
the initial profile filtering. This approach ensures that contributors who do not explicitly
list their affiliations in their profiles or README files are still identified. By focusing on
organization profiles, the method also addresses the limitations of GitHub search method,
which may overlook contributors due to the absence of clear affiliation data.

* Adding users manually: Despite employing these methods for collecting GitHub user
profiles, numerous GitHub accounts were overlooked by the search. This happened pri-
marily because many profiles lack sufficient public information visible on their GitHub ac-
counts, rendering them unidentifiable through the aforementioned collection methods. As
aresult, several accounts were manually added to the dataset by identifying known missing
researchers who appeared on research institution and university websites, but were absent
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from our dataset. We searched for these researchers using standard search engines with
keywords related to their research and then merged their profiles with the other GitHub
profiles obtained through our automated collection methods.

We identified several relevant GitHub organizations during this process, connected to the Uni-
versity of Potsdam, various local research institutes (Hasso Plattner Institute, Potsdam Institute
for Climate Impact Research, GFZ Helmholtz Centre for Geosciences, Berlin-Brandenburgische
Akademie der Wissenschaften, Leibniz Institute, Alfred Wegener Institute) and even some pri-
vate companies and associations (Open System Pharmacology, Potsdamer Biirgerstiftung).

Finally, we consolidated all user profiles from the various sources into a unified dataset. This
dataset was then meticulously examined to ensure accuracy and relevance, as we observed, for
example, instances where profiles not directly related to Potsdam, Germany, were included due to
keyword matches, such as researchers from Sunny Potsdam, USA. Following the consolidation,
we enriched the GitHub profiles with additional data about users’ affiliations. We annotated the
profiles to denote the method of collection, eliminated duplicate entries, and manually filtered
out irrelevant user profiles.

3.2 Collecting GitHub repositories

In the second step, the repositories associated with the GitHub profiles from the previous step
are collected and filtered. We used ghapi to retrieve all the repositories of GitHub profiles, pro-
cessing users and organizations separately. To better capture the iterative process involved, we
logically divided this step into two sub-steps. In Step 2a, we collected repositories from orga-
nizations and then used this data to feed back into the GitHub Organization Commit method to
collect additional GitHub user profiles. In Step 2b, after getting the additional user profiles, we
then collected all repositories associated with those individual users. During this process, we fil-
tered and removed duplicated (forked) repositories. We then classified the software projects into
DLR application classes [SMH18], enabling a more detailed analysis of the research software by
examining different metrics across all projects as well as within specific application classes.

3.2.1 Research Repositories

In the initial collection of GitHub repositories associated with Potsdam researchers and organiza-
tions, we filtered for those repositories that were used to analyze, interpret, and produce research
paper results, repositories used to reproduce or replicate research papers with other datasets, or
repositories that reference other research papers. While looking at repositories, there were some
repositories which do not have specific information about their publication or how it is used for
publication. However, they were funded by some research organization, so we have annotated
them as research repository, too. The probability of finding research repositories was higher
among the organization profiles than the among user profiles (see Figure 2). Still in our col-
lection user research repositories (990) outnumbered organization research repositories (559).
Given the limited number of repositories in both categories, which would not be sufficient for a
meaningful comparative analysis, we decided to merge them into a single dataset of then 1548
repositories in total.
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no_research

research

no_research

research

(a) organisation repositories (b) user repositories

Figure 2: Research repositories found in the dataset

Application class | Description Indicator

0 simple scripts and projects with | single contributor, no forks, no
no distribution stars, no downloads

1 small projects, some distribution | 1-3 contributors, some forks,

some stars, some downloads

2 Projects with distribution more than 4 contributors, more
downloads, more stars, more
forks with a community etc

3 Mission critical Not included in the study

Table 2: DLR Application Classes

3.2.2 DLR Application Classes

The DLR Software Engineering Guidelines [SMH 18] provide a framework for good software de-
velopment practices at the German Aerospace Center (Deutsches Zentrum fiir Luft- und Raum-
fahrt, DLR). They define research software application classes ranging from 0-3 (see Table 2) as
an indicator for the software quality assurance measures required for a research software project.
The guidelines outline criteria for classifying research software based on its usage and distri-
bution. To use the application classes in our research, we identified concrete metrics such as
contributors, forks and stars count as suitable indicators (right column). Categorizing research
software into application classes was essential for comparing software development across dif-
ferent levels of distribution and usage. In our datasets, DLR application class O (primarily con-
sisting of small scripts or projects with no distribution) outnumbered the other DLR application
classes 1 and 2 (see Figure 3).
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2 3 0

1 2 3
DLR software classes

1
DLR software classes

(a) organisation repositories (b) user repositories

Figure 3: Application classes of organization and user repositories.

3.3 Collecting Variables for Analysis

The software quality variables we collected in this study were carefully chosen through a com-
prehensive analysis of survey studies [PWD18, NC17, AB18, CWR"22] in line with recom-
mendations outlined in "Best” [SGM21, WAB" 14] and "Good enough” [WBC ™" 17] practices
for scientific computing. We prioritized those practices that were most feasible to assess in an
approach that involved gathering variables using semi-automated scripts for parsing, followed by
manual assessment. Given the extensive number of projects involved, we opted for quantitative
evaluation over qualitative analysis.

3.3.1 FAIR Score

The Python package howfairis [SVT22] can be used to evaluate a repository’s adherence of re-
search software to the Five Recommendations for FAIR Software https://fair-software.eu). No-
tably, these recommendations already cover several of the “Best” and ”Good enough” practices
in scientific computing. Concretely, they recommend to:

1. Use a publicly accessible repository with version control

2. Include a license

98]

. Register the software in a community registry
4. Enable software citation
5. Use a software quality checklist

Depending on how many of these recommendations the tool finds to be followed, it returns a
FAIR score between 0 and 5. Some repositories indicate their FAIR score with a corresponding
badge on the landing page.
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3.3.2 Software Documentation

Next, we searched for documentation that would make it easier for users to install and use the
software, or to enable them to reuse it with their datasets:

* Project descriptions: Recognizing the diverse range of software types in the repository,
we conducted a quantitative analysis to ensure the presence of project descriptions or in-
troductions. This approach allowed us to efficiently assess the availability of repository’s
introductory information across all projects.

* Installation instructions: To provide a comprehensive overview, we focused on quanti-
tatively evaluating the installation guides. We ensured that repositories included sufficient
information on where to find installation instructions, whether within the README.md
file or linked to other resources such as Wiki pages or external websites.

» Usage guides: Our quantitative assessment of usage guides included checking for the
availability of help commands for command-line applications and ensuring that usage in-
formation was present in the README.md file or linked to other relevant resources. This
way we could gauge the accessibility of usage instructions across all repositories.

3.3.3 Software Development Practices

Following the “Best” [SGM21, WAB™ 14] and "Good enough” [WBC™17] scientific software
development practices suggested, we build scripts that automate the collection of the following
variables for analysis.

o Testing: We simply checked for the existence of a folder named test or tests within the
root directory of each repository.

¢ Making dependencies requirements explicit: The ”good enough practices” [WBC'17]
suggests to make dependency requirements explicit by adding a requirements.txt
file to the root directory of the project, or by adding a “Getting started” section to the
README.md file. However, the paper only describes how to make dependency require-
ments explicit for Python. We extended that to check if dependency requirements are made
explicit for R by having DESCRIPTION in the root directory, and for C++ by checking
presence of CMakeList.txt in the root directory’.

* Continuous integration : Continuous integration is a crucial practice in software de-
velopment, encompassing various processes aimed at maintaining code quality and en-
suring its reliability. This includes the incorporation of linter rules (such as automated
code review, feedback on violation, consistent code base adhering linting rules of pro-
gramming language) within continuous integration to assess code quality with each com-
mit, along with the automation of testing procedures. To determine if continuous inte-
gration has been implemented within a repository, we examined the presence of spe-
cific files and folders located in the root directory. For example, we checked the exis-

2 As our collection has R, C++ being used most next to Python.
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tence of the folder ./github/workflow to ascertain the utilization of GitHub Ac-

tions, .circleci/config.yml for CircleCl, and .travis.yml to confirm the
integration with Travis Continuous Integration.

* Linters in workflows: After confirming the integration of continuous integration, our
next step involved inspecting whether further linter rules were specified within .yml or
.yaml files. We scrutinized these files for the inclusion of linter names. While certain
projects aggregate all supplementary rules into a singular .yaml or .yml file, others may
distribute them across multiple files. Consequently, we carefully examined each file within
the respective continuous integration tool directory to ascertain the presence of linters. For
instance, in Python projects, we searched for linters like pylint, pycodestyle and flakeS8.
Additionally, for R projects, we checked for lintr and styler, whereas for C++ projects, we
looked for cpplint, cppcheck, and clang-tidy.

* Automated testing: We reviewed each file within the respective continuous integration
tool directory to ensure the presence of automated testing rules in .yml or .yaml file. For
example, in Python projects, we searched for testing frameworks such as pytest, unittest
and nose. Similarly, for R projects, we looked for testthat, while for C++ projects, we
sought out libraries like Google test and catch.

¢ Comment at the start of program/script.: The “good enough practices” [WBC*17]
recommend having a brief comment at the start of a program that should include at least
one example of how the program is used. Additionally, they recommend developers to
indicate reasonable values for parameters. We only accessed the presence of comments at
start of every script by identifying the keywords that starts single or multiline comments
for Python, R, C++. For example:

# Single line comment for Python

777 Multiline
comment for Python

rrr

We checked for the symbols #, /77, ", \\ which start the comments in the program
files. We then checked them across the repository in each code file and annotated less
if comments are present in less then 25% of program files, some if they are present in
between 25% - 50%, more if they are present in between 50% - 75% and most if they are
present in more then 75% of program files.

4 Results

In this section, we present the findings of our analysis on the FAIRness, documentation quality,
and software development practices of the GitHub repositories maintained by researchers affil-
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iated with organizations in Potsdam. We detail the results of our assessments, highlighting key
trends and areas for improvement.

4.1 FAIRness

License

—— DLR class 0
DLR class 1
—— DLR class 2

Checklist

Figure 4: FAIRness

The spider diagram in Figure 4 summarizes the results of our FAIRness analysis of the repos-
itories. For each of the five recommendations, it shows in different colors representing the appli-
cation classes the percentage of repositories that follow these recommendations. Generally, we
observe a trend that higher application classes follow more of the recommendations, which is in
line with the expectation that software with greater distribution and usage adopt more best prac-
tices. More concretely, almost 90% of the application class 2 projects include a license, while
this is the case for about 75% of the class 1 projects and for about 60% of the class O projects. For
software citation, class 1 is the top scorer with about 40% of the projects enabling software cita-
tion, followed by roughly 20% of class 2 projects and about 10% of class O projects. The adoption
of publishing software in a registry and including a corresponding badge on the README.md
follows the same pattern. It should be noted here, however, that howfairis for this criterion only
checks for the presence of a registration badge in the README.md, so it might both miss reg-
istrations that are not reflected by a badge in the README.md, as well as erroneously count
pseudo-registrations that have a badge but are not known in the respective registry. Interestingly,
none of the repositories in our dataset have a checklist badge to demonstrate adherence to the
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Open Source Security Foundation (OpenSSF) best practices (https://www.bestpractices.dev/en).
Trivially, all repositories in our dataset are from publicly accessible GitHub repositories and
therefore score 100% on the open source criterion. Clearly, there is still room for improving the
FAIRness score of research software projects across all application classes, although it is debat-
able, for example, whether publishing an application class 0 project to a registry is desirable.

4.2 Software Documentation

100 ~ [ DLR Class 0O
[ DLR Class 1
= DLR Class 2

80 4

60 1

Percentage (%)

40 1

20 4

Project Information Installation Instructions Usage Guide

Figure 5: Software documentation

Figure 5 summarizes our findings regarding documentation in the research software projects
examined. It shows that basic information about the project or repository was present in most
of the projects across DLR application classes. However, installation instructions and usage
guides were absent in more than half of the repositories, even for application class 2 projects,
which have greater distribution. Nonetheless, there is a noticeable trend where the presence of
installation and usage guides increases with higher distribution levels, progressing from DLR
application class O to class 2.

4.3 Software Development Practices

In our evaluation of software development practices (see Section 3.3.3), we first assessed the
presence of testing across all repositories, irrespective of programming language. Subsequently,
we focused our analysis on specific practices for Python, R, and C++, as these were the most
prevalent languages in our dataset (see Figure 6). As detailed earlier, these practices included
checking for comments at the start of program scripts, making dependency requirements ex-
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plicit, implementing continuous integration, and using additional linter rules within continuous
integration and automated testing.

500

400

300

200

Number of Repositories

\ | | | | \

0
5 vl < %

3 & 7 < 2
' 5 & A
< o &+ & k

e
/5%
,?

Programming Language

Figure 6: Most used programming languages in our dataset.

Testing. Figure 7 shows that the adoption of testing increases with higher application classes
(0, 1, and 2). The highest frequency of testing is observed in application class 2; however, it is
noteworthy that testing is still frequently neglected by developers within this class. It is arguable
that testing may be less critical in DLR application classes 0 and 1, as many of these repositories
consist merely of scripts for plotting or data cleaning. Moreover, over half of the repositories in
DLR application class 2 have indeed implemented testing.

Comment at the start of program/script. As Figure 8 shows, the practice of including com-
ments at the beginning of programming files is often overlooked by research software developers,
irrespective of the software’s classification into DLR application classes 0, 1, or 2. Only about
50% of the projects across application classes use such comments regularly.

Making dependency requirements explicit. We found that about half of the repositories, ir-
respective of their DLR application class, do not clearly specify their dependency requirements
(see Figure 9).

Continuous integration, linters in workflows, automated testing. Finally, as Figure 10 shows,
we found that the adoption of continuous integration is below 30% for DLR application class 2,

14 /21



ECEASST

100 Presence of test folder
/1 Ne
B ves
80 1
&
g
2
2 g0 4
&
s
7]
g
2 40 A
]
L
20
0 r r "
o - ™~
DLR Application Class
Figure 7: Testing (presence of test folder)
100 A Files with comment at start
1 less
B some
B more
80 7 EE most
W
L
S
3
8. 60 4
o«
Y=
[=]
1]
o
m
E 40
@
=
[H]
o
20 A
0 T T T

—
DLR Application Class

Figure 8: Comment at start

15/ 21



Assessing Potsdam Researchers’ GitHub Repositories

100 Dependency requirement explicit
[ No
B ves
» 801
£
2
60
&
5
[
g
= 40
¢
&
20
0 r T T
o - ~
DLR Application Class
Figure 9: Dependencies explicit
307 1 class 0
I class 1
= Class 2
25
- 20 |
g
[
3
£ 151
L]
2
e
10 1
5 |
0 . ;
Continuous Integration Linters in Cl Automated Testing

Figure 10: Continuous integration

16/ 21



Eg ECEASST

and even lower, below 15%, for application classes 0 and 1. The adoption of linter rules in CI
and automated testing is below 5%, indicating that these practices are not a priority for scientific
software developers. Note that while most of the repositories with continuous integration have
implemented it using GitHub actions, and small number repositories have implemented it using
TravisCI and CircleCl.

5 Threats to Validity

Several threats to the validity of our study must be acknowledged. First, the repository collection
is incomplete by design. Without a well-defined list of researchers affiliated with organizations in
Potsdam, we relied on a comprehensive but inherently incomplete strategy to identify them. This
has very likely led to an underrepresentation of certain researchers or projects. Generally, the
identification of GitHub repositories of Potsdam-based researchers turned out to be more difficult
than in Utrecht, where the personal web pages of university staff often point to their GitHub
profiles, and where the university actively promotes the use of its own GitHub organization
(https://github.com/UtrechtUniversity/getting-started).

Second, our study is subject to selection bias, as we only included projects that are already
publicly available on GitHub. This excludes any private or non-GitHub repositories, potentially
skewing the results. Also, the method does not take into account contributions from researchers
who commit to repositories that are not associated with their own organization. Thus, we are
likely missing external repositories that Potsdam-based researched contributed to. Similarly, we
did not filter the repositories by time of last activity. It could be argued, though, that repositories
that have not been active for, e.g., five or more years, are not representative of the current state of
the field and should be left out. We note that most repositories in our dataset have indeed shown
recent activity, but nevertheless we plan to explore the effects of such filtering in future work.

Third, the automated assessment of variables, while thorough, is not perfectly accurate. For
example, assessing testing through the presence of folders named test’ or ’tests’ appears not to be
the most effective approach. Manual inspection revealed that some repositories had implemented
testing but did not organize the test files in the root directory folders named ’test’ or ’tests’.
We are working now on assessing the presence of testing using a more diverse approach, for
example also examining imported libraries. Also, the analysis for comments at the beginning
of programming files was often inaccurate. While evaluating the presence of comments at the
start of programs, we did not assess the content of these comments. This approach may have led
to some false positives, as some Python files included file paths as comments at the start of the
program and copyright headers.

To mitigate some of these effects, several ongoing and future initiatives are in place. One
such initiative is the analysis of GitLab repositories from Potsdam University, currently being
undertaken as part of a Bachelor’s thesis. Additionally, an ongoing Master’s thesis aims to
develop an Al-based classification of research repositories and their application classes, which
could significantly enhance the accuracy and comprehensiveness of our analyses. We also plan
to conduct similar analyses on other repository collections to further validate and refine our
findings. For example, the SciCat project has set off to provide a curated dataset of scientific
software repositories [MMP 23], and will hopefully enable us to obtain more representative and
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generalizable results.

Furthermore, on a larger and more representative collection of repositories, it would be in-
teresting to assess how robust the analyses are against diversity within the projects such as, for
example, the application domain or choice of the programming language. This would also help
to understand how easy it is to apply/reuse the analysis framework to other project repositories.

6 Conclusion

This study examines the GitHub repositories of researchers affiliated with organizations in Pots-
dam, aiming to analyze various aspects of software FAIRness, documentation quality, and soft-
ware development practices. Using a comprehensive repository dataset, we assessed the degree
to which these researchers adhere to FAIR principles and best practices in software documenta-
tion and development. Our methodology builds upon the SWORDS pipeline, originally devel-
oped to evaluate the GitHub repositories of Utrecht University researchers for FAIRness-related
parameters. Our extended pipeline also collected information on the documentation available
(project description, installation instructions, usage guides) and development practices followed
(explicit requirements, use of continuous integration, use of linters, automated testing, comments
at the start of code files).

Our results indicate a diverse range of adherence to FAIR principles and software development
practices among the repositories. While some repositories exhibit exemplary practices with thor-
ough documentation and robust community participation, others lack basic elements crucial for
software reusability and interoperability. These findings underscore the need for enhanced train-
ing and resources to support researchers in adopting best practices in software development.

Several open questions remain to be investigated in future work. For example, do the results
differ for types of developers, such as PhD candidates versus professional RSEs? As there is not
’the one” leading guideline as a reference for software research engineers, some of the projects
could have decided to adhere to a certain guideline and therefore have obtained better results.
If that is the case, is there possibly a (unified) guideline that could be recommended? Could
quality metrics for research software projects be defined, like the quality indicators discussed
at the Helmholtz Association [CDJ"24]? And, related to this, how could it be avoided that
researchers start "gaming” the metrics that they are evaluated with, without really improving the
overall quality of the software?
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